Nonlinear Behavior of Neocortical Networks
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Abstract. Mathematical modeling provides insight into the nature of the mechanism by which nerve cells transmit information.  An interesting application of non-linear mathematical studies helps describe behavior in neural networks.  Activity in neural networks has been shown to follow diverse patterns, including oscillations, synchrony, and waves.  Recent research has revealed that spontaneous activity in cortical neural networks follows the pattern of avalanches, earthquakes, and forest fires by spreading in a nonlinear fashion.  Critical branching process theory accurately predicts the propagation of these neuronal avalanches, which appear to balance the needs for efficient information transmission with network stability and may serve as a substrate for memory.  In addition, nonlinear behavior appears to play a role in the integration of inputs in cortical neuron dendrites.  This paper presents summaries of findings by two groups that demonstrate nonlinear behavior in cortical systems and supports the high value of nonlinear studies in neuroscience.
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Introduction
Scientists’ understanding of the interplay between single neurons within nerve networks is insufficient to explain the complex functions of the brain.  Although much is understood about the activity and behavior of individual nerve cells, the dynamics of the brain appear to be more intricate than a simple sum of the activity of each of the brain’s parts.  A large disparity exists in the current understanding of brain function, specifically in the lack of knowledge concerning how neurons interact to create network behavior leading to complex brain functions.  Current artificial neural networks lack the sophistication needed to reflect the power of real brains.  Creating abstractions of neurons that capture the essential processing power of real neurons may help supplement the sophistication of neural nets and increase their power (Spruston and Kath 2004).  Examination of nonlinear components of network activity may provide a powerful link between the understanding of single neuron behavior and the power of the brain as a whole.  Determining how the brain establishes and maintains activity states that allow information processing to occur and the role of critical self-organization in neural networks are important areas of study in current neuroscience.  

Avalanches, earthquakes, epidemics, and forest fires spread in a critically organized fashion in which event sizes show no characteristic scale and are described by power laws.  The hypothesis that neuronal networks also exhibit a form of self-organized criticality is not new (see Herz and Hopfield 1994, for example).  Beggs and Plenz (2003, 2004) investigate the long-standing hypothesis that neural networks demonstrate nonlinear behavior and show that the spontaneous activity of networks of cortical neurons can be described by equations that govern avalanches.  Polsky et al. (2004) find that integration within the dendrites of cortical neurons has a nonlinear component as well.  The findings of these two groups suggest that nonlinear studies within neuroscience may play a crucial role in developing more complete models of the brain and further refining nerve networking.  A refined understanding of the self-organized patterns of the brain may elucidate how cortical neuron-coordinated activity leads to cognition (Buzsáki 2004).

Recent Research
Neuronal Avalanches

Beggs and Plenz (2003) propose that neural activity can occur nonlinearly, as a neuronal avalanche, when the activity of single neurons triggers action potential firing in subsequent neurons, resulting in a cascade of activity.  By studying the propagation of spontaneous activity in cultured neurons and acute slices of rat neocortex on 60-channel multielectrode arrays, Beggs and Plenz determine whether the predicted nonlinear behavior occurs.  In addition to showing that in vitro networks do in fact produce avalanches that comply with physical theories of critical systems, they describe the power law and branching parameter and are able to simulate the consequences of such behavior on information transmission and information storage (Beggs and Plenz, 2004).
Although initial measurements of spontaneous activity in rat cortical slices appeared synchronous, high resolution revealed the presence of more complex spatiotemporal patterns, or neuronal avalanches.  The propagation of spontaneously occurring local field potentials (LFPs) in mature organotypic cortex cultures and in acute, mature cortex slices was found to obey a simple power law, with an exponent of –3/2.  Essentially, the power law states that the number of avalanches scales with the size of the avalanche, raised to the –3/2 power.  The branching parameter, the average number of descendants from a single ancestor, was nearly 1.  In other words, on average, one LFP triggered only one other LFP in the next time step.  As a statistical measure, the branching parameter describes the likelihood of an avalanche either stopping after a single event, or exploding into many events.  A branching parameter of 1 describes a system in which, on average, one avalanche leads to exactly one avalanche in the near future.  The branching parameter computation, combined with the slope of the power law suggests that a critical branching process causes the power law distribution in cortical networks.

Using network simulations and pharmacological experiments, Beggs and Plenz (2003) predict that the observed parameters of the critical branching system are ideal for information transmission, without sacrificing stability in the cortical networks.  If the network was subcritical, most signals would fade and be lost, while a supercritical state would cause hyperactivity that would not be informative (which was mimicked in vitro with the administration of picrotoxin, a GABA-receptor antagonist, causing epileptic behavior).  

These findings could have interesting ramifications for studies of abnormalities in the cortex, such as epilepsy.  Any error in neocortical networks leading to behavior that deviates from the optimal power law exponent of –3/2 or branching parameter of 1 would have serious consequences for the brain’s ability to transmit information.

In a subsequent study, Beggs and Plenz (2004) show that the system of neuronal avalanches observed in rat neocortex is not only ideal for information transmission, but that it may also serves as a substrate for memory.  Spontaneous LFP activity was measured continuously for 10 hours in rat cortical slice cultures on a 60-channel multielectrode array.  The neuronal avalanches occurred in stable, significantly repeatable spatiotemporal patterns.  According to Beggs and Plenz (2004), the longterm stability, diversity, and temporal precision of the avalanches are consistent with the requirements for a memory substrate.  Thus, neuronal avalanches not only contribute to information transmission, but they may also provide a mechanism for information storage within cortical networks.  The nonlinear dynamics of spontaneous activity in neocortical nerve networks may be a key component for information processing in the cortex.

Two-Layer Neural Network Model of Dendritic Integration
Nonlinear dynamics have also been described in other parts of neural networks, such as integration within neocortical dendrites.  A recent study by Polsky et al. (2004) suggests that integration within neocortical neurons follows a two-layer model that includes a nonlinear component.  The two-layer model proposes that pyramidal cells first process synaptic inputs within separate, thin dendritic compartments or subunits, which are then combined to determine the overall response of the cell.  The primary processing is a nonlinear, sigmoidal thresholding summation, and the secondary processing is a linear combination.  

Polsky et al. performed whole-cell recordings from neocortical pyramidal neurons and focally activated synaptic inputs innervating different dendritic sites.  Two dendritic sites were stimulated, first individually and then simultaneously, and the response to the simultaneous stimuli was compared to the sum of the individual responses.  If the cell does in fact react in accordance with the two-layer model, Polsky et al predict that summation will be different for inputs delivered to the same or to different branches of the dendrite.  Specifically, they expected and found that focal activation of 2 dendritic sites within the same branch resulted in s-shaped, nonlinear summation that gave rise to either linear, sublinear, or superlinear summation as influenced by stimulus strength and balance, while stimulation of separate branches resulted in summation that was always linear.  Polsky et al conclude that the differences in behavior depending on the proximity of the simultaneous stimuli support the two-layer model of summation in cortical dendrites.  This evidence for a nonlinear component to integration in cortical neurons provides another example of the importance of applying nonlinear studies to neuroscience.

Conclusion
The studies mentioned in this paper suggest that nonlinear mathematical studies of neuroscientific phenomena may be critical to understanding the mechanisms of brain function and to developing more realistic artificial neural networks.  Although the studies discussed in this paper provide valuable information, the nature of the experiments may limit the application of the findings in vivo.  All studies examined slices of rat cortex, either cultured or acute.  One cannot assume that the behavior of such sections is identical, or even sufficiently similar, to the behavior of the same cells within the cortex of an intact organism. With current technology, equivalent experiments within an intact cortex are not yet possible, so extrapolation from slice to intact brain must await further technical development.  That said, these studies are still significant in that they confirm some previously predicted behaviors within the cortex.  Until technology catches up with the imagination of neuroscientists, the application of nonlinear mathematical studies to neurological systems remains a promising and exciting tool.
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