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Abstract. There is a long history of cryptographic hash functions, i.e. functions map-
ping variable-length strings to fixed-length strings, with such functions also expected to
enjoy certain security properties. Hash functions can be effected via modular arithmetic,
recursive permutation-based schemes, chaotic mixing, and so on. Herein we introduce the
notion of an Artificial Life (or ALife) hash function (ALHF), whereby the requisite mixing
action of a good hash function is accomplished via typical ALife rules that give rise to
complex system evolution. Various security tests have been run, and the results reported
herein, for exemplary ALHFs.

10 Mar 2004

* Department of Philosophy, Reed College, Portland, OR USA
** Center for Advanced Computation, Reed College, Portland OR USA
*** Department of Philosophy, New York University, New York NY USA

1



1. Brief history of hash function design

A hash function H maps arbitrary messages (bitstrings) called keys or pre-images
into fixed-length bitstrings called hash values (the definitive treatment of hash functions
is [Knuth 1998]). By the nomenclature

H(κ) = ν

we mean that κ has some number of bits, say m bits, and ν has n bits. Usually (but not
always) m > n, so that hash values are “compressions” of the corresponding keys. The
notion of arbitrary message bitlength for κ is—if one so desires—easily reduced to the more
convenient notion of m,n, via the simple observation that a long message may be split up
into blocks of m bits each, with one block possibly zero-padded, and so on. References for
descriptions of hash function characteristics, thorough hash function nomenclature, and
analysis are [Merkle 1979], [Preneel 1993, 1994].

Various modern hash functions in actual use have somewhat arbitrary foundations,
with rigorous security analysis almost always nontrivial. In cryptography, a hash function
might appear to be cleverly constructed to “mix up” the m bits to render a smaller number
n of bits, and yet there are often various security weaknesses of which a good hash function
should be devoid. For example, a hash function mapping any m-bit string into 16 bits is:

H(κ) =

∏
j

pj(κ)

 mod 216

where pj(x) is the position of the j-th “1” in x, is always a 16-bit value because of the mod,
yet this H is ludicrously insecure. Imagine a password file having one 16-bit hash value for
each of some 60000 users (each user’s typed password is some κ, and gets mapped via this
H), whence many of the hash values “collide”—in fact, a long enough typed password is
likely to have enough even positions of its 1’s to render the hash value 0! For an informal
overview of the main kinds of modern hash functions, see [Schneier 1996]; a more rigorous
overview can be found in [Menezes et al. 1997].

We authors are of the belief that statistical tests, such as the avalanche test (see [Feistel
1973] and [Menezes et al. 1997]) and the collision test (see [Menezes et al. 1997], [Schneier
1996], and [Stinson 1995]), are the best approach for assessing hash function security. In
spite of this, we do appreciate the conceptual and aesthetic approaches to hash functions.
In the present treatment, we attempt to spring from the intuitive understanding that
evolving systems can be frought with complexity, at many levels, and use such intuition to
create hash functions. To this end, we adapt evolving computational systems as studied
in Artificial Life to create an Artificial Life hash function (ALHF), whereby the requisite
mixing action of a good hash function is accomplished via the sort of rules that give rise
to complex evolution in standard Artificial Life systems.

2. Cryptographic security tests for hash functions

There are several typical ways to test the security of cryptographic hash functions.
We tested the security of the ALHF against the so-called Avalanche Test and Collision
Test.
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Avalanche Test. Consider a hash function H operating on m-bit input keys, κ1, κ2, ...,
and producing n-bit hash values, ν1, ν2, .... Let H(κ1) = ν1 and H(κ2) = ν2, where κ1 6= κ2

and ν1 6= ν2. One way in which H can be insecure is if small changes in κ1 and κ2 result
in predictable changes in ν1 and ν2. First, let | ν | be the bit-length of hash value ν. Let

δinput(κ1, κ2) =
κ1 ⊕ κ2

| H(κ1) |

and let
δoutput(ν1, ν2) =

ν1 ⊕ ν2

| H(ν1) | .
(We assume that | H(κ1) |=| H(κ2) | and that | H(ν1) |=| H(ν2) |.) One could predict
ν1 and ν2 from κ1 and κ2 if both δinput(κ1, κ2) and δoutput(ν1, ν2) are small. The hardest
case to avoid is where δinput(κ1, κ2) = 1

m . In this case, one wants δoutput(ν1, ν2) = 1
2

(this roughly amounts to satisfying the strict avalanche criterion introduced and discussed
in [Webster 1985] and [Webster and Tavares 1986], according to which if a single bit
in the key is complemented, then there is a one half probability that the hash value is
complemented). If this can be achieved, the cryptographic hash function achieves avalanche
and the Avalanche Test is passed. See [Feistel 1973] for an early description of avalanches
in cryptography. For recent developments see [Seberry et al. 1994], [Seberry et al. 1995],
and [Zhang and Zheng 1995].

Collision Test. A collision is said to occur when two distinct input keys κ1 and κ2 are
such that H(κ1) = H(κ2). Any secure cryptographic hash function should rarely produce
collisions. One good way of testing how well a given cryptographic hash function performs
with respect to collisions is by means of the so-called Birthday Attack. 253 people must be
in the same room as you if the probability that someone in the room shares your birthday
is greater than chance. What is prima facie puzzling is that there must only be 23 people
in the same room for the probability that any two of them share birthdays to be greater
than chance. The cryptographic application of the Birthday Attack is clear: it is much
easier to find two m-bit random input keys κ1 and κ2 such that H(κ1) = H(κ2) (where
H(x) is n-bits long) than it is to find a κ2 such that H(κ1) = H(κ2) given a κ1. Given a
κ1, computing hash values for 2n random κ2’s is necessary to get a match. However, if one
only wishes to find any two matching random κ1’s and κ2’s, then computing hash values
for only 2n/2 random κ1’s and κ2’s are necessary. See [Schneier 1996] and [Stinson 1995]
for more on the Birthday Attack; [van Oorschot and Wiener 1994] and [Yuval 1979] discuss
how to carry out a Birthday Attack. A secure cryptographic hash function should perform
accordingly. The Birthday Attack Test is passed if the cryptographic hash function does
not yield any matching hash values for less than 2n/2 random input keys, and after then,
yields them as statistically expected. This is generally achieved if the bit length of the
ciphertext is sufficiently long; see [Beth et al. 1992] for estimates on appropriate lengths
for various tasks.

3. Artificial life—background

Artificial life (also known as “ALife) is an interdisciplinary study of life and life-like
processes that uses a synthetic methodology. Artificial life has three broad branches,
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corresponding to three different synthetic methods. “Soft artificial life creates simulations
or other computational systems that exhibit life-like behavior, “hard artificial life produces
hardware implementations of life-like systems, and “wet artificial life synthesized living
systems in biochemical media. The general goals of artificial life include understanding
and creating life and life-like systems, and developing practical devices inspired by living
systems. The main open questions in artificial life involve determining how life arises from
non-life, determining the potentials and limits of living systems, and determining how life
is connected to mind, machines, and culture [Bedau et al. 2000].

The American computer scientist Christopher Langton coined the phrase “artificial
life in 1987, when he organized the first scientific conference explicitly devoted to this field
[Langton 1989]. Before there were artificial life conferences, the simulation and synthesis
of life-like systems occurred in isolated pockets scattered across a variety of disciplines.
The Hungarian-born mathematician and physicist John von Neumann created the first
artificial life model (without referring to it as such) in the 1940s when he produced a self-
reproducing, computation-universal entity using cellular automata [von Neumann 1966].
Rather than modeling some existing living system, many artificial life systems are intended
to generate wholly newand typically extremely simpleinstances of life-like phenomena. The
simplest example of such a system is the so-called “Game of Life devised by the British
mathematician John Conway [Berlekamp et al. 1982] in the 1960s, before the field of
artificial life was conceived.

Perhaps the most famous recent artificial life system Tierra, designed by the American
biologist Tom Ray [Ray 1992]. Tierra consists of a population of self-replicating computer
programs populating computer memory and consuming CPU time. The system is ini-
tialized when a single (human-designed) self-replicating program, the ancestor, is placed
in computer memory and left alone to self- replicate. The ancestor and its descendants
repeatedly replicate until memory is teeming with self-replicating programs. Errors (muta-
tions) sometimes occur, so the population of Tierra program evolves by natural selection.
If a mutation allows a program to replicate faster, that type of program tends to spread
through the population. Over time, the ecology of Tierran programs becomes remarkably
diverse. Quickly reproducing parasites that exploit a hosts genetic code evolve, and this
spurs the evolution of new programs that resist the parasites. After millions of CPU cycles,
Tierra typically contains many kinds of programs exhibiting a variety of competitive and
cooperative ecological relationships.

Artificial life is similar to artificial intelligence (AI), both because study natural phe-
nomena through computational models and because natural intelligent and living systems
tend to coincide. Despite these similarities, AI and artificial life typically employ different
modeling strategies. In most traditional artificial intelligence systems, events occur one by
one (serially). A complicated, centralized controller makes decisions based on global infor-
mation about all aspects of the system, and the controllers decisions have the potential to
affect directly any aspect of the whole system. This centralized, top-down architecture is
quite unlike the structure of many natural living systems that exhibit complex autonomous
behavior. Such systems are often parallel, distributed networks of relatively simple low-
level “agents, and they all simultaneously interact with each other. Each agents decisions
are based on information about only its own local situation, and its decisions directly affect
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only its own local situation. In similar fashion, artificial life characteristically constructs
massively parallel, bottom-up-specified systems of simple local agents. One repeatedly
iterates the simultaneous low-level interactions among the agents, and then observes what
aggregate behavior emerges. The working hypothesis of artificial life is that this kind of
bottom-up architecture with a population of autonomous agents that follow simple local
rules is the only plausible method to synthesize the complex adaptive behavior character-
istic of living systems.

A specific example of an ALife model is the Generic Neutral Model (GNM) devised by
Bedau for normalizing evolutionary activity statistics [Rechtsteiner and Bedau 1999a,b].
The GNM is a generic model of neutral genotype evolution. It consists of a population
of individuals that reproduce and die in a fixed genotype space. The genotype space is
defined by some number of loci at each of which some number of alleles are segregating.
Parameters that need to be specified in the GNM are N , the size of the population of
individuals, r, the reproduction rate (the number of individuals that die and reproduce
per time step), l, the number of loci, a, the number of possible alleles per locus, ml, the
probability that the allele at a given locus will be mutated when an individual is born.
(The probability that an offspring will have mutation somewhere in its genome, i.e., the
mutation rate per individual is mi = 1 − (1 −ml)l.) The parameters together determine
the model’s generic behavior. The genotype space is a hypercube of dimension l and size al

(number of possible genotypes), with each location in this space corresponding to a given
genotype. The current state of the model is given by the distribution of N individuals in
genotype space. The population wanders through the space stochastically, spreading and
clustering at random.

The individuals in the initial population are assigned genotypes at random. Time is
discrete, and moves forward each time step by iterating the following two-step algorithm:

(1) r individuals (selected at random, with replacement) each produce a child that is
genetically identical to itself except for mutations. Mutant alleles are chosen at random
from the set of possible alleles.

(2) r individuals (selected at random, without replacement) die and are removed from
the population and are replaced by the r children produced at step (1).

See [Rechsteiner and Bedau 1999] for a more detailed treatment of the GNM as well
as its application to ALife research.

4. Design of an ALife hash function (ALHF)

A simulation of an ALife model run for a finite number of timesteps can be thought of
as a computable function from given initial conditions to some sort of resulting value. The
analogy with cryptographc hash functions, as mappings from keys to hash values, is clear.
To use an ALife model as a cryptographic hash function, one must (i) specify how the
keys are related to the ALife model’s initial conditions; and (ii) define what the resulting
values are of an ALife model and specify how the hash values are related to these resulting
values.

We use the GNM as a cryptographic hash function. The idea is to extract parameters
for the GNM from the input key, let the GNM evolve, and use the resulting genome as the
hash value.
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Recall that the GNM has five parameters, N , r, l, a, and ml. For the purpose of the
ALHF, we introduce two new parameters: t, the number of time steps the GNM should
evolve before terminating, and s, the seed for a pseudorandom number generator.

Since the ALHF was designed for application with a user-login system, the input key
actually consists of two variables. One represents the login name of the user, call it κn. The
other represents the password of the user, call it κp. Both κn and κp are 64-bit quantities,
though our method can be extended to quantities of arbitrary bit length.

The values of parameters ml, t, and s are functions of either κn or κp alone, or both.
Although in principle there are a number of ways to extract the ml, t, and s parameters
from κn and κp, we chose the following:

ml = ML(κp) =
κp ∨ 263

264 − 1

First, the most significant bit in κp is set. This ensures that ml > 0.5. (Relatively high
mutation rates, like ml > 0.5, provide for security. Recall that the ciphertext is the genetic
makeup of the population after t timesteps. With a relatively high ml, the chance that
the genetic makeup of the population at t is similar to the initial genetic makeup of the
population is slim.) The resulting value is then bounded so that 0.5 < ml ≤ 1.0:

t = T (κn, κp) =
∑8

i=1(κni
∨ (27)) ∧ (κpi

)
2

For each consecutive 8 bit group (indexed by i) in both κn and κp, we set the most
significant bit in κni . Next, this quantity is bitwise AND’ed with κpi . (Here is where
setting the most significant bit of κni comes into play. If κni = κpi , then κni ∨ κpi = 0.
If this happened for all i, then t would be 0, which is obviously undesirable. Setting the
most significant bit in κni

guarantees that this will never happen.) Finally, the resulting
quantity is divided by 2 so as to scale down t to a computationally-feasible value.

s = S(κn, κp) = ¬κn ⊕ κp

Here we simply flip all bits in κn and bitwise XOR this with κp.
These value were chosen so as to make use of the limited number of ASCII characters

capable of being used in either a login name or a password. Little research was done to
see if our choice for ML, T , and S were optimally secure. More research must be done on
this matter.

In essence, the ALHF is a function of seven variables to a hash value, such that:

ALHF (N, r, l, a, ML(κp), T (κn, κp), S(κn, κp)) : N ×N ×N ×N ×N ×N ×N → N

We let
ν = ALHF (N, r, l, a, ML(κp), T (κn, κp), S(κn, κp))

Of the seven parameters of the GNM, the parameters N , r, l, and a do not depend upon
the input key for their values. The bit-length of the hash value is a function of the three
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parameters N , l, and a. Specifically, let | ν | be the bit-length of hash value ν, so that
| ν |= N · l· log2a. To keep hash values with the same bit-length, either each of the N , l, and
a parameters must be held constant for variable κn and κp or else some appropriate values
for these parameters must be chosen. We held N , l, and a constant in a given run. (We let
a = 216 in all cases. The reason was to make use of all 16 bits in a 2 byte addressable data
type. While the values of N and l, like a, were held fixed in a given run, their values varied
across runs. See the following sections for the specific choices of the N and l parameters.)
Although the r need not be constant (indeed, it could depend upon either κn or κp), we let
r stay constant. The reason is that the r parameter plays a significant role in the number
of computations needed; lower values of r result in fewer computations and, as we shall
see in Section 4, do not render the ALHF any less secure (our tests produced no evidence
to suggest that the security strength of the ALHF depended in any way upon r).

The seven parameters of the GNM thus set, the GNM is evolved. After t time steps,
the evolution is halted. Next, for each existing agent (their order is arbitrarily given by the
GNM) at t, its genotype is recorded, where an agent’s genotype is just the ordered sequence
of its alleles at each of its loci (alleles are indexed by natural numbers). The sequence of
genotypes of all existing agents in the GNM is thus a string of natural numbers. This
string, at t, just is the hash value of the ALHF.

Another way to think about the ALHF is as follows. The GNM is heavily based upon a
pseudorandom number generator. Specifically, we used Wu’s 61-bit pseudorandom number
generator (see [Crandall and Pomerance 2001], though any cryptographically-appropriate
pseudorandom number generator will suffice (see [Menezes et al. 1997] for a brief overview).
The parameters N , r, l, a, ml can be thought of as determining a selection function from
a sequence of pseudorandom numbers to the genetic state of the GNM at a given time
step. Distinct numbers are selected as this function is iterated along the sequence of
pseudorandom numbers.

The ALHF offers a good deal of practical flexibility. The bit length of the ciphertext
can be easily customized by appropriately choosing values for N , l, and a. Similarly, the
functions T , S, and M can easily be altered. If CPU cycles are a concern, the value of
r and the functions T and M can be customized so as to result in speedier performance
with the potential trade-off of decreased security. Alternatively, they can be customized so
as to result in slower performance with the potential trade-off of increased security. The
ALHF is scalable with respect to how many computations are needed to calculate a hash
value from an given input key. The bit length, run time, and (to some degree) the security
strength of the ALHF can all be customized to suit individual needs.

5. Experimental results

Avalance Test. The Avalanche Test for the ALHF went as follows. We chose eight
different ciphertext bit lengths (24 up to 211) by choosing appropriate values for a and l.
For each such choice of the ciphertext bit length given by a and l, we randomly selected
1000 pairs of input keys, (κn1 , κp1), ..., (κn1000 , κp1000). For each (κni

, κpi
), we calcualted

every possible (κ′
ni

, κ′
pi

) composed of ASCII printable characters differing only by a single
bit from (κni

, κpi
). Then,

H = ALHF (N, r, l, a, ML(κpi), T (κni , κpi), S(κni , κpi))
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and
H ′ = ALHF (N, r, l, a, ML(κ′

pi
), T (κ′

ni
, κ′

pi
), S(κ′

ni
, κ′

pi
))

are computed. Now, let

δ((κni
, κpi

), (κ′
ni

, κ′
pi

)) =
(H ⊕H ′)
| H |

The mean δ was recorded, along with the least and greatest δ values from the 1000 pairs of
input keys. There were approximately 50 distinct pairs (κ′

ni
, κ′

pi
) for each (κni

, κpi
). Also,

the difference (i.e. range) between the greatest δ and least δ was recorded. The results
follow.

The following graph plots the mean δ, least δ and greatest δ as a function of the
ciphertext length in bits, each averaged over a number of permutations for the N , l, and
r parameters. The standard deviation of δ is also plotted.

The following tables list in more detail the data collected for the Avalanche Test.

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

16 1 1 1 65536 0.500239 0.124592 0.062500 0.937500 0.875000

Table 1
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|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

32 2 1 1 65536 0.500026 0.089365 0.000000 0.875000 0.875000

32 2 1 2 65536 0.500146 0.089150 0.125000 0.843750 0.718750

32 1 2 1 65536 0.500020 0.088677 0.156250 0.843750 0.687500

Table 2

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

64 4 1 1 65536 0.499685 0.063141 0.171875 0.750000 0.578125

64 4 1 4 65536 0.499401 0.062597 0.250000 0.812500 0.562500

64 2 2 1 65536 0.500237 0.063143 0.250000 0.781250 0.531250

64 2 2 2 65536 0.500029 0.062484 0.218750 0.765625 0.546875

64 1 4 1 65536 0.499694 0.062443 0.234375 0.765625 0.531250

Table 3

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

128 8 1 1 65536 0.499471 0.044873 0.273438 0.671875 0.398438

128 8 1 8 65536 0.500179 0.044398 0.296875 0.679688 0.382812

128 4 2 1 65536 0.500286 0.044564 0.289062 0.695312 0.406250

128 4 2 4 65536 0.500229 0.044416 0.312500 0.710938 0.398438

128 2 4 1 65536 0.499828 0.044736 0.296875 0.695312 0.398438

128 2 4 2 65536 0.500147 0.044444 0.328125 0.679688 0.351562

128 1 8 1 65536 0.499888 0.044145 0.296875 0.671875 0.375000

Table 4
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|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

256 16 1 1 65536 0.499237 0.031511 0.371094 0.628906 0.257812

256 16 1 16 65536 0.499829 0.031436 0.371094 0.625000 0.253906

256 8 2 1 65536 0.499904 0.031265 0.351562 0.636719 0.285156

256 8 2 8 65536 0.500184 0.031339 0.375000 0.632812 0.257812

256 4 4 1 65536 0.500064 0.031431 0.367188 0.628906 0.261719

256 4 4 4 65536 0.500206 0.031294 0.367188 0.628906 0.261719

256 2 8 1 65536 0.499958 0.031486 0.371094 0.617188 0.246094

256 2 8 2 65536 0.499815 0.031339 0.371094 0.640625 0.269531

256 1 16 1 65536 0.499941 0.031011 0.382812 0.632812 0.250000

Table 5

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

512 32 1 1 65536 0.499343 0.022280 0.406250 0.589844 0.183594

512 32 1 32 65536 0.500056 0.022149 0.408203 0.589844 0.181641

512 16 2 1 65536 0.499644 0.022226 0.408203 0.589844 0.181641

512 16 2 16 65536 0.500161 0.022140 0.406250 0.601562 0.195312

512 8 4 1 65536 0.499957 0.022247 0.404297 0.625000 0.220703

512 8 4 8 65536 0.500076 0.022030 0.406250 0.593750 0.187500

512 4 8 1 65536 0.499964 0.022348 0.412109 0.591797 0.179688

512 4 8 4 65536 0.499909 0.022139 0.404297 0.601562 0.197266

512 2 16 1 65536 0.499960 0.022157 0.416016 0.591797 0.175781

512 2 16 2 65536 0.499836 0.022078 0.414062 0.583984 0.169922

512 1 32 1 65536 0.500018 0.022049 0.414062 0.597656 0.183594

Table 6
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|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

1024 64 1 1 65536 0.499370 0.015793 0.432617 0.570312 0.137695

1024 64 1 64 65536 0.499926 0.015582 0.434570 0.561523 0.126953

1024 32 2 1 65536 0.499888 0.015603 0.423828 0.564453 0.140625

1024 32 2 32 65536 0.500040 0.015641 0.432617 0.561523 0.128906

1024 16 4 1 65536 0.499986 0.015679 0.433594 0.564453 0.130859

1024 16 4 16 65536 0.500070 0.015672 0.435547 0.561523 0.125977

1024 8 8 1 65536 0.500068 0.015735 0.438477 0.562500 0.124023

1024 8 8 8 65536 0.499898 0.015723 0.426758 0.562500 0.135742

1024 4 16 1 65536 0.499931 0.015780 0.431641 0.564453 0.132812

1024 4 16 4 65536 0.500041 0.015600 0.439453 0.560547 0.121094

1024 2 32 1 65536 0.500019 0.015705 0.431641 0.566406 0.134766

1024 2 32 2 65536 0.500073 0.015686 0.439453 0.571289 0.131836

1024 1 64 1 65536 0.499985 0.015582 0.431641 0.564453 0.132812

Table 7
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|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

2048 128 1 1 65536 0.499382 0.011256 0.455078 0.553711 0.098633

2048 128 1 128 65536 0.499968 0.011046 0.451660 0.553223 0.101562

2048 64 2 1 65536 0.499862 0.011013 0.458496 0.548340 0.089844

2048 64 2 64 65536 0.499940 0.011067 0.455566 0.545410 0.089844

2048 32 4 1 65536 0.499924 0.011072 0.455566 0.546875 0.091309

2048 32 4 32 65536 0.499988 0.011074 0.456055 0.545410 0.089355

2048 16 8 1 65536 0.500071 0.011044 0.450684 0.547852 0.097168

2048 16 8 16 65536 0.500001 0.011032 0.453613 0.547852 0.094238

2048 8 16 1 65536 0.499959 0.011151 0.454590 0.546875 0.092285

2048 8 16 8 65536 0.500025 0.011049 0.451172 0.545410 0.094238

2048 4 32 1 65536 0.500062 0.011172 0.448730 0.548340 0.099609

2048 4 32 4 65536 0.500051 0.011068 0.454102 0.545410 0.091309

2048 2 64 1 65536 0.500039 0.011117 0.453125 0.543945 0.090820

2048 2 64 2 65536 0.499998 0.011069 0.448242 0.549805 0.101562

2048 1 128 1 65536 0.500072 0.011009 0.451660 0.543945 0.092285

Table 8

Collision Test. To test the collision-resistance of the ALHF, we focused upon the
Birthday Attack. The Birthday Attack is typically avoided by secure cryptographic hash
functions if the bit length of the ciphertext hash values are appropriately long. The
ciphertext bit length of the ALHF is scalable, depending on one’s choice of the N and
l parameters. So the ALHF can easily be customized so as to have ciphertext bit lengths
of an appropriate size to avoid the Birthday Attack.

Nevertheless, to verify that the ALHF did not face any peculiar problems with respect
to the Birthday Attack, we opted to test the ALHF’s response to the Birthday Attack.
Testing the security of the ALHF against the Birthday Attack is computationally feasible
only for small ciphertext bit lengths. We limited ourselves to ciphertext bit lengths of 16
and 32. Thus, for each of approximately 232/2 = 216 iterations (78644, to be exact), we
randomly selected two pairs of input keys (κn, κp) and (κ′

n, κ′
p). Next,

ALHF (N, r, l, a, ML(κpi), T (κni , κpi), S(κni , κpi))

and
ALHF (N, r, l, a, ML(κ′

pi
), T (κ′

ni
, κ′

pi
), S(κ′

ni
, κ′

pi
))

were calculated and recorded. Finally, we examined the list of hash values to see if there
were any duplicate entries. Only one collision was found when the ciphertext bit length
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was 16 (i.e. N = 1 and l = 1). No collisions were discovered with ciphertexts of bit length
32.

Comparison to Pseudorandom Number Hash Functions. As suggested in Section 4,
the ALHF uses the evolutionary processes of an ALife model to select elements from a
sequence of pseudorandom numbers; the elements so selected comprise the ciphertext. It is
thus natural to wonder whether the use of an ALife model for selecting these pseudorandom
numbers offers any improvement over some other method which does not make use of an
ALife model for selection. To this end, we show that the ALHF’s peformance with respect
to the Avalanche and Birthday Tests is statistically equivalent to the performance of one
such different kind of hash function on the same tests. However, we conjecture that the
ALHF nevertheless is still advantageous in at least one respect.

The different kind of hash function we used to test against the performance of the
ALHF on the Avalanche and Birthday tests is a pseudorandom number hash function, or
PRNHF. Roughly, the PRNHF behaves similarly to the ALHF, except no ALife model is
used. So, the PRNHF, like the ALHF, is a function of κn and κp. We define tprn as:

tprn = Tprn(κn, κp) = 8·
8∑

i=1

(κni
∨ (27)) ∧ (κpi

)

and sprn as:

sprn = Sprn(κn, κp) = ¬κn ⊕ κp

We define the PRNHF as follows:

ν = PRNHF (N, l, a, Tprn(κn, κp), Sprn(κn, κp)) : N ×N ×N ×N ×N → N

We let

ν = PRNHF (N, l, a, Tprn(κn, κp), Sprn(κn, κp))

The PRNHF uses the parameters N , l, and a to set the bit length of the ciphertext anal-
ogously to the ALHF. Unlike the ALHF, the PRNHF simply extracts a random seed sprn

and number of iterations tprn from κn and κp and records the last consecutive N · l· log2a
bits as the hash value (ciphertext). Therefore, the PRNHF does not make use of any evo-
lutionary processes to select just which elements of the sequence of pseudorandom numbers
generated from sprn are used as the ciphertext.

Here we plot graphs and tables pertaining to the PRNHF’s performance on the
Avalanche Test analogous to those presented for the ALHF. We plot the mean δ, least
δ, and greatest δ as a function of the ciphertext length in bits, each averaged over a num-
ber of permutations for the N , l, and r parameters. The standard deviation of δ is also
plotted.
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The following tables list in more detail the data collected for the Avalanche Test.

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

16 1 1 1 65536 0.499951 0.125225 0.000000 0.937500 0.937500

Table 1

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

32 2 1 1 65536 0.500736 0.088117 0.125000 0.812500 0.687500

32 2 1 2 65536 0.499508 0.088897 0.156250 0.812500 0.656250

32 1 2 1 65536 0.500295 0.088514 0.156250 0.843750 0.687500

Table 2
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|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

64 4 1 1 65536 0.500022 0.062431 0.265625 0.781250 0.515625

64 4 1 4 65536 0.499936 0.062831 0.218750 0.734375 0.515625

64 2 2 1 65536 0.500021 0.062304 0.234375 0.750000 0.515625

64 2 2 2 65536 0.500770 0.062529 0.234375 0.750000 0.515625

64 1 4 1 65536 0.499742 0.062651 0.250000 0.750000 0.500000

Table 3

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

128 8 1 1 65536 0.500097 0.044130 0.312500 0.679688 0.367188

128 8 1 8 65536 0.499928 0.044213 0.312500 0.687500 0.375000

128 4 2 1 65536 0.499869 0.044217 0.320312 0.687500 0.367188

128 4 2 4 65536 0.500027 0.044038 0.320312 0.687500 0.367188

128 2 4 1 65536 0.500140 0.044255 0.296875 0.710938 0.414062

128 2 4 2 65536 0.499795 0.044205 0.320312 0.671875 0.351562

128 1 8 1 65536 0.499897 0.044159 0.312500 0.726562 0.414062

Table 4

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

256 16 1 1 65536 0.499849 0.031390 0.363281 0.625000 0.261719

256 16 1 16 65536 0.499922 0.031223 0.371094 0.628906 0.257812

256 8 2 1 65536 0.499788 0.031401 0.375000 0.632812 0.257812

256 8 2 8 65536 0.500059 0.031206 0.367188 0.625000 0.257812

256 4 4 1 65536 0.500001 0.031095 0.371094 0.632812 0.261719

256 4 4 4 65536 0.500121 0.031240 0.375000 0.628906 0.253906

256 2 8 1 65536 0.500249 0.031224 0.371094 0.625000 0.253906

256 2 8 2 65536 0.499838 0.031139 0.367188 0.644531 0.277344

256 1 16 1 65536 0.500014 0.031265 0.367188 0.628906 0.261719

Table 5

15



|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

512 32 1 1 65536 0.500065 0.022094 0.414062 0.589844 0.175781

512 32 1 32 65536 0.500103 0.022170 0.392578 0.609375 !0.216797

512 16 2 1 65536 0.499953 0.022099 0.414062 0.595703 0.181641

512 16 2 16 65536 0.500134 0.022189 0.404297 0.591797 0.187500

512 8 4 1 65536 0.499934 0.022045 0.408203 0.589844 0.181641

512 8 4 8 65536 0.499922 0.021968 0.410156 0.595703 0.185547

512 4 8 1 65536 0.499750 0.022156 0.406250 0.589844 0.183594

512 4 8 4 65536 0.500067 0.022083 0.408203 0.607422 0.199219

512 2 16 1 65536 0.500086 0.022014 0.410156 0.607422 0.197266

512 2 16 2 65536 0.500173 0.022024 0.412109 0.593750 0.181641

512 1 32 1 65536 0.500101 0.022156 0.412109 0.603516 0.191406

Table 6

|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

1024 64 1 1 65536 0.500111 0.015618 0.428711 0.565430 0.136719

1024 64 1 64 65536 0.499946 0.015662 0.435547 0.562500 0.126953

1024 32 2 1 65536 0.500038 0.015624 0.437500 0.583008 0.145508

1024 32 2 32 65536 0.500033 0.015612 0.425781 0.564453 0.138672

1024 16 4 1 65536 0.500123 0.015597 0.438477 0.562500 0.124023

1024 16 4 16 65536 0.500036 0.015659 0.431641 0.560547 0.128906

1024 8 8 1 65536 0.499926 0.015634 0.434570 0.562500 0.127930

1024 8 8 8 65536 0.499895 0.015660 0.433594 0.564453 0.130859

1024 4 16 1 65536 0.500077 0.015723 0.436523 0.565430 0.128906

1024 4 16 4 65536 0.499989 0.015745 0.435547 0.561523 0.125977

1024 2 32 1 65536 0.500002 0.015565 0.422852 0.573242 0.150391

1024 2 32 2 65536 0.499980 0.015673 0.441406 0.561523 0.120117

1024 1 64 1 65536 0.499982 0.015691 0.436523 0.563477 0.126953

Table 7
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|Ciphertext| N l r a Mean δ δ Std. Deviation Low δ High δ δ Range

2048 128 1 1 65536 0.500012 0.011069 0.451172 0.548828 0.097656

2048 128 1 128 65536 0.500015 0.011066 0.443359 0.546875 0.103516

2048 64 2 1 65536 0.499888 0.011008 0.454590 0.542969 0.088379

2048 64 2 64 65536 0.500024 0.011069 0.455566 0.542480 0.086914

2048 32 4 1 65536 0.499967 0.011041 0.447266 0.550293 0.103027

2048 32 4 32 65536 0.499973 0.011030 0.447754 0.550781 0.103027

2048 16 8 1 65536 0.500067 0.011006 0.452148 0.542969 0.090820

2048 16 8 16 65536 0.499931 0.011047 0.454590 0.546387 0.091797

2048 8 16 1 65536 0.499986 0.010986 0.457520 0.549805 0.092285

2048 8 16 8 65536 0.499940 0.011057 0.455566 0.549316 0.093750

2048 4 32 1 65536 0.499985 0.011017 0.454590 0.551758 0.097168

2048 4 32 4 65536 0.499909 0.011055 0.452148 0.544922 0.092773

2048 2 64 1 65536 0.499907 0.011041 0.450195 0.545898 0.095703

2048 2 64 2 65536 0.499939 0.011122 0.453613 0.548340 0.094727

2048 1 128 1 65536 0.500028 0.011044 0.453125 0.542969 0.089844

Table 8

As is evident, the security of the PRNHF with respect to the Avalanche Test is
virtually identical to that of the ALHF. Also, the security of the PRNHF as witnessed in
the Birthday Test was nearly identical to that of the ALHF.

The point of looking at the PRNHF was to see if the ALHF performed any differ-
ently on the various tests. It does not. Indeed, PRNHF achieves the same security with
respect to the Avalanche and Birthday Tests as the ALHF while being less CPU-intensive.
However, this should not suggest that the PRNHF is to be straightaway preferred. The
PRNHF rather simplistically takes the last N · l· log2a bits of a sequence of pseudoran-
domly generated numbers as the ciphertext. The ALHF does not. The N · l· log2a bits of
the ALHF’s values are “scattered”, as it were, across the sequence of pseudorandomly gen-
erated numbers as a direct result of the GNM’s behavior. This is because just which of the
pseudorandomly generated numbers are present in the final sequence (i.e. the final state of
the GNM’s genome) depends upon the evolution of that particular GNM simulation. As
the GNM’s parameters vary corresponding to variations in the login name and password,
so too does the evolution of the GNM. Just which agents survive, and thus just which
agents contribute their genes to the final genome used as the ciphertext, varies across sim-
ulations of the GNM. The elements of the pseudorandomly generated sequence comprising
the final genome, therefore, fluctuates as a function of the login name and password. In
this sense, then, the bits of the ALHF’s values are “scattered”.
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While this “scattering” offers no advantage in the statistical tests we provide here, it is
nevertheless suggested that this “scattering” is beneficial in that it makes it more difficult to
backtrack from a known ciphertext to the sequence of pseudo-randomly generated numbers
from which it is a result. The bits comprising the ciphertext hash value of the PRNHF are
not thus “scattered”, and thus it is potentially easier to backtrack from known ciphertexts
with the PRNHF to the sequence of pseudo-randomly generated numbers from which they
result. By making this backtracking “harder”, the ALHF makes finding the input key
“harder”. In this respect, we believe the ALHF is more secure than the PRNHF.

General Results. By inspecting the tables presented for the Avalanche Test, we can
see that the r does not significantly affect the performance of the ALHF on the Avalanche
Test. Instead, the crucial parameters seem to be a, l, and N , since they together determine
the ciphertext bit length. As can be seen, the performance of the ALHF improves on the
Avalanche Test as the ciphertext bit length increases. The mean δ gets closer to 0.5, δ’s
standard deviation decreases, as does the δ range. This suggests ciphertext bit length (and
thus the parameters a, l, and N) are the most significant parameters for the Avalanche
Test.
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